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1 Overview and Objectives

The goal of this course is to provide you with solid theoretical foundations in
machine learning. This will allow you to

1. become critical consumers of machine learning research, including an under-
standing when new methods might or might not be useful for empirical work
in economics,

2. develop your own research agenda around importing ideas from machine learn-
ing into economic and econometric theory, and

3. speak to the machine learning literature, contributing ideas from economics.

We begin by introducing some foundations. The class starts with a review
of statistical decision theory, which provides the conceptual framework for the rest
of the course. We next introduce probably approximately correct learning theory
for classification and prediction. We then consider regularization and data-driven
choice of tuning parameters. We will discuss the canonical normal means model. In
this model, we will motivate shrinkage estimators in different ways, and will prove
the famous result that shrinkage estimators can uniformly dominate conventional
estimators.

We will then apply these general ideas and discuss several methods for super-
vised machine learning, that is, prediction. We will discuss Gaussian process
regressions, random forests, and deep neural nets. In this context, we will also con-
sider numerical methods used for training neural nets, such as stochastic gradient
descent. We finish this part of class by discussing double/debiased machine learning,
a framework for constructing estimators that use supervised learning estimators as
an input.
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The next part of class will cover different frameworks for online and adap-
tive learning. We will start with the adversarial online learning setting, where
no probabilistic assumptions about data generation are made at all. We will next
consider multi-armed bandits, and review some theoretical results providing perfor-
mance guarantees (regret bounds) for algorithms used for learning in bandit settings.
We will then turn to a generalization of bandit problems, Markov decision problems,
and will discuss reinforcement learning approaches for solving these.

The class will conclude with a discussion of ethics and the social impact of
artificial intelligence. We will, in particular, review debates surrounding fairness and
discrimination, as well as differential privacy.

If you need any special accommodations for the lectures, for physical or medical
reasons, please send me an email.

2 Assignments

Your grade for this class will be based on a portfolio of coding exercises (60% of
grade), as well as a research proposal (40% of grade). Both of these are due on 30
March. And both have to be submitted in pdf format via Inspera. There will be
no exam.

Coding portfolio The portfolio of coding exercises will be based on three problem
sets. The problem sets focus on implementing some of the methods discussed in class
in R. You will conduct simulation exercises to verify some of our theoretical results
numerically.

I strongly encourage you to complete the problemsets early during the term, to
avoid a time-crunch at the end of term, and to stay in sync with lectures. The
suggested completion dates for the problemsets are 10 February, 24 February, and
10 March. Your coding portfolio has to satisfy the following conditions:

• For each of the 3 assignments, all results should be generated from a single
script, running from start to end, producing all the output.

• Output and discussion of findings have to be integrated in a report generated
in R-Markdown or Quarto.

• The findings need to be discussed in the context of the theoretical results that
we derived in class.

• Figures and tables have to be clearly labeled and interpretable.

• You have to submit the pdf (and only the pdf) generated from your script.
This pdf should contain, first, your discussion and overview of your code. The
pdf should then show the source code used to generate your findings. This pdf
should, finally, show the figures and tables generated by your code, joint with
a discussion of your findings.

• Please make an effort to make this “human-readable” and do not include long
lists of warnings, intermediate calculations, etc.

2



You are allowed, and in fact encouraged, to collaborate in small groups (of up
to 4 students) for the coding assignments. You are allowed to share jointly written
computer code with the classmates in your group. However, each one of you must
write up your answers completely independently.

Research proposal The research proposal has to be based on one of the areas of
machine learning covered in class. Proposals might fall in one of several domains,
including

(i) applications of machine learning in empirical economics,

(ii) econometric theory drawing on ideas from machine learning, and

(iii) machine learning theory, drawing on ideas from economics.

Your research proposals have to satisfy the following conditions:

1. They cannot be identical with the topic of the MPhil thesis that you might be
writing concurrently.

2. The proposals have to indicate clearly whether your contribution is of type (i),
(ii), or (iii), as described above.

3. The proposals have to be between 7 and 10 pages, 12pt font, 1.5 linespacing,
margins of 3cm, A4. This corresponds to about 2500-3500 words. Code and
references do not count to this page limit.

4. The proposals cannot consist exclusively of a summary of literature; they have
to propose new research.
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