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1. Consider the normal-means estimation problem as discussed in class, where θ ∈
Rk and X ∼ N(θ, Ik), with quadratic error loss, L(θ̂,θ) =

∑
i(θ̂i − θi)2. Recall

that Stein’s Unbiased Risk Estimate for an estimator of the form θ̂ = X + g(X)
is given by

R̂ = k +
∑
i

(
θ̂i −Xi

)2
+ 2 ·

∑
i

∂xi
gi(X).

Suppose that θ̂ is equal to the so-called Lasso-estimator,

θ̂ = argmin
θ̃

∑
i

(
θ̃i −Xi

)2
+ λ ·

∑
i

|θ̃i|,

for some non-random constant λ.

(a) What is the function g corresponding to the Lasso estimator?

(b) Explicitly derive R̂ for the Lasso estimator.

(c) How could you use this expression to choose λ optimally?
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2. Consider data from the multi-armed bandit setting, where we have a sample of
observations (Yt, Dt) for t = 1, . . . , T , with Dt ∈ 1, . . . , k, and Yt = Y Dt

t ∈ R, and
Dt was assigned by some adaptive algorithm.

Assume that the potential outcomes (Y 1
t , . . . , Y

k
t ) are i.i.d. across t, with E[Y d

t ] =

θd. Let T d
T =

∑
t 1(Dt = d) and let Ȳ d

T =
∑

t 1(Dt=d)·Yt

T d
T

be the sample average of

outcomes for the observations assigned to treatmend d.

Derive a bound for the probability

P (max
d
Ȳ d
T > M)

for some constant M > maxd θ
d. Does the bound simplify if T d

T is much smaller
for one of the treatment values d, relative to the others?

Hints:

• Recall the large deviations inequality P (Ȳ d
T − θd > ε) < exp(−T d

T · ψ∗(ε))
where ψ∗(·) is the Legendre transform of the log moment generating function
of Y d.

• Recall the inequality, which holds for for any pair of events A,B, P (A∪B) ≤
P (A) + P (B).
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