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Algorithms may amplify patterns of discrimination



How do we use networks to design algorithms?

3

1. Using networks to diagnose when and how an algorithm may amplify bias 

2. Using networks to test algorithms: randomized controlled trials 

3. Build interventions to mitigate algorithmic bias 

a. In designing fair information diffusion campaigns 

b. In designing fair committees in opinion aggregation settings 

c. A theoretical framework for navigating trade-offs 
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1. Diagnosing when and how an algorithm is amplifying bias
● A.-A. Stoica, C. Riederer, and A. Chaintreau. “Algorithmic glass ceiling in social networks: the effects of social 

recommendations on network diversity”. The Web Conference. 2018.

● A.-A. Stoica and A. Chaintreau. “Bias in spectral embeddings: the case of recommendation algorithms on 
social networks”. Manuscript in preparation. 2022.

2. Building interventions for mitigating such bias 
● A.-A. Stoica, J.X. Han, and A. Chaintreau. “Seeding network influence and the benefit of diversity”. The Web 

Conference. 2020.

● A.-A. Stoica, A. Chakraborty, P. Dey, and K.P. Gummadi. “Minimizing margin of victory for political and 
educational districting”. AAMAS. 2020.

● A.-A. Stoica and C. Papadimitriou. “Strategic clustering”. In submission. 2022.

Overview of published and ongoing projects
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● Given a network G, with diffusion model as 
independent cascade with probability p, pick the best 
k early-adopters (‘seeds’) that maximize outreach:1

● Algorithms that choose based on:

○ Centrality: degree, distance centrality, … 

○ Iteratively: greedy

Information diffusion
(Social influence maximization problem)

1 Kempe, David, Jon Kleinberg, and Éva Tardos. "Maximizing the spread of influence through a social network." In Proceedings of the ninth ACM SIGKDD Conference, pp. 137-146. 2003.

Agnostic to communities

NP-hard



2 Fish, Benjamin, et al. “Gaps in information access in social networks”. The World Wide Web Conference. ACM, 2019. 8

⇒ Bias in centrality measures and social structure gets reproduced2

● Given a network G, with diffusion model as 
independent cascade with probability p, pick the best 
k early-adopters (‘seeds’) that maximize outreach:

● Algorithms that choose based on:

○ Centrality: degree, distance centrality, … 

○ Iteratively: greedy

Information diffusion
(Social influence maximization problem)
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● Parity constraint in an optimization function:

Fairness-efficiency trade-off

no constraint parity constraintOur approach:

● Partially known networks ⇒ centrality measures (# of connections etc)

● Model of network growth & tap into inactive communities

● Theoretical conditions for when equity increases efficiency (outreach)

Information diffusion

2 Fish, Benjamin, et al. “Gaps in information access in social networks”. The World Wide Web Conference. ACM, 2019.
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Our approach:

● Partially known networks ⇒ centrality measures (# of connections etc)

● Model of network growth & tap into inactive communities

● Theoretical conditions for when equity increases efficiency (outreach)

Information diffusion

Random seeding with extra x 
nodes is comparable to optimal 
seeding (for small x)



● Our vision: bias as a sign of inefficiency

○ Diversity: tap into inactivated communities 
in the early adopters set
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● Seeding can be done with awareness of labels: 
statistical parity in your campaign (even if choosing 
less connected people)

○ Parity seeding (strict)

○ Diversity seeding (relaxed)

Information diffusion
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● Seeding can be done with awareness of labels: 
statistical parity in your campaign (even if choosing 
less connected people)

○ Parity seeding (strict)

○ Diversity seeding (relaxed)

● Baseline: Seeding can be done agnostically: ignore 
labels, already takes into account network structure

● Our vision: bias as a sign of inefficiency

○ Diversity: tap into inactivated communities 
in the early adopters set

153 Stoica, Ana-Andreea, Jessy Xinyi Han, and Augustin Chaintreau. "Seeding Network Influence in Biased Networks and the Benefits of Diversity." WWW. 2020.

Information diffusion



Early 
adopters
(seedset)
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Color-agnostic v. Diversity Seeding



Keeping the same budget!
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Color-agnostic v. Diversity Seeding

Early 
adopters
(seedset)
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Models of network evolution: 

● Explain where inequality or bias originates and how it propagates in an algorithm

● Useful to prove guarantees about interventions to mitigate bias 

Networks modeling for building more diverse and efficient heuristics



Biased preferential attachment model (BPAM)

Minority-majority: red label and blue label
• Fraction of red nodes = r < ½

Preferential attachment (rich-get-richer): nodes connect w.p. proportional to 
degree

Homophily: if different labels, connection is accepted w.p. ρ

4Avin, Chen et al. "Homophily and the glass ceiling effect in social networks." ITCS. 2015 20
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Biased preferential attachment model (BPAM)



Preferential 
attachment
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Biased preferential attachment model (BPAM)



Preferential 
attachment

RejectAccept
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Biased preferential attachment model (BPAM)



Preferential 
attachment

RejectAccept

26

Biased preferential attachment model (BPAM)



Acceptρ
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Preferential 
attachment

Biased preferential attachment model (BPAM)



Biased preferential attachment model (BPAM)

Minority-majority: blue label and red label
• Fraction of red nodes = r < ½

Preferential attachment (rich-get-richer): nodes connect w.p. proportional to 
degree

Homophily: if different labels, connection is accepted w.p. ρ

4Avin, Chen et al. "Homophily and the glass ceiling effect in social networks." ITCS. 2015 28

⇒ known to exhibit inequality in the degree distribution of the two communities4

topk(R)
topk(B)

Thm [Avin et al]: β(R) > 3 > β(B)



Keeping the same budget!
29

Color-agnostic v. Diversity Seeding

Early 
adopters
(seedset)



Theorem: for the graph sequences G(n) generated from the BPAM:

1. Diversity seeding and parity seeding leads to fairer outreach for the same budget

2. ∃ k* (closed form) such that when k > k*, diversity seeding and parity seeding can 
outperform agnostic seeding in outreach

Theoretical analysis of diversity interventions

30



Proof sketch
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Our goal is to find two thresholds         and         that give in expectation the same amount of seeds as a 
general ("agnostic") threshold k(n) but better influence: 

First step: estimate first-step influence size of

Second step: extend to an estimation of 
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Proof sketch
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Our goal is to find two thresholds         and         that give in expectation the same amount of seeds as a 
general ("agnostic") threshold k(n) but better influence: 

First step: estimate first-step influence size of

● We know             because the degree distribution follows a power law with coefficients 

● Can compute first order influence for any threshold by computing 

and 



Proof sketch
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Our goal is to find two thresholds         and         that give in expectation the same amount of seeds as a 
general ("agnostic") threshold k(n) but better influence: 

Set                      , compute         based on the budget constraint, and solve 



Theorem: for the graph sequences G(n) generated from the BPAM:

1. Diversity seeding and parity seeding leads to fairer outreach for the same budget

2. ∃ k* (closed form) such that when k > k*, diversity seeding and parity seeding can 
outperform agnostic seeding in outreach

Theoretical analysis of diversity interventions
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Small 
campaign

Agnostic
seeding

Large 
campaign

Parity
seeding

Medium 
campaign

Diversity
seeding



Theoretical analysis of 
diversity interventions

Network of ~53,000 nodes, 2 communities, homophily ⍴ = 0.135

Minority fraction

36

● Compute regions where each 
heuristic performs better than the 
agnostic one

● As communities become more 
equal, need fewer seeds for 
diversity heuristic to be more 
efficient 

● Not the same thing happens with 
the parity heuristic!
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diversity interventions
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Minority fraction
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DBLP citation dataset: men 
and women
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DBLP citation dataset: men 
and women



Discussion

● Relation to resource-allocation settings: 

○ Budgetary constraints ⇔ trade-offs in objectives 

● Network formation & causality questions 

○ Am I friends with people because we influenced each other or the other way around?6 

● Is ‘fairness’ transferable to other settings? 

406 Cristali I, Veitch V. Using Embeddings for Causal Estimation of Peer Influence in Social Networks. arXiv preprint arXiv:2205.08033. 2022.
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Opinion dynamics models

● Political purposes: understanding voting patterns and changes

● Policy purposes: 

○ Education policy

○ Healthcare policy

○ Collective action (union formation)

○ Local decisions, e.g. transportation 

43



Opinion dynamics models

● Political purposes: understanding voting patterns and changes

● Policy purposes: 

○ Education policy

○ Healthcare policy

○ Collective action (union formation)

○ Local decisions, e.g. transportation 

4444



Opinion dynamics models

● Political purposes: understanding voting patterns and changes

● Policy purposes: 

○ Education policy

○ Healthcare policy

○ Collective action (union formation)

○ Local decisions, e.g. transportation 

4545

Alice

Bob

Erica

“I think we should 
have free healthcare”



Opinion dynamics models

● Political purposes: understanding voting patterns and changes

● Policy purposes: 

○ Education policy

○ Healthcare policy

○ Collective action (union formation)

○ Local decisions, e.g. transportation 

4646
Bob

Erica

“I think we should 
have free healthcare”

“I didn’t think so, but 
maybe you have a point…”

Alice

⇒ final consensus governs decisions in these areas



Opinion dynamics models

● [Golub & Jackson]7 describe network conditions to get consensus

4747
Bob

Erica

“...” “...”

Alice

7Golub, B. and Jackson, M.O., 2010. Naive learning in social networks and the wisdom of crowds. American Economic Journal: Microeconomics, 2(1), pp.112-149.

https://web.archive.org/web/20170813001950id_/http://web.stanford.edu/~jacksonm/naivelearning.pdf


Opinion dynamics models

● [Golub & Jackson]7 describe network conditions to get consensus

● DeGroot model8 of opinion aggregation:  

4848
7Golub, B. and Jackson, M.O., 2010. Naive learning in social networks and the wisdom of crowds. American Economic Journal: Microeconomics, 2(1), pp.112-149.

For a population of n agents with initial opinions 

and a network with adjacent matrix A, opinions update at every timestep t:

8 DeGroot, Morris H. (1974). ‘Reaching a Consensus’, Journal of the American Statistical Association 69(345): 118–121.

Consensus is reached as Eigencentrality matters!

https://web.archive.org/web/20170813001950id_/http://web.stanford.edu/~jacksonm/naivelearning.pdf


Opinion dynamics models

● [Golub & Jackson]7 describe network conditions to get consensus 

● If different groups have different opinions, how does consensus look like?

49497Golub, B. and Jackson, M.O., 2010. Naive learning in social networks and the wisdom of crowds. American Economic Journal: Microeconomics, 2(1), pp.112-149.

https://web.archive.org/web/20170813001950id_/http://web.stanford.edu/~jacksonm/naivelearning.pdf


How does a committee affect consensus?

Modeling choices for committees: 

● Choose a proportion p of the population in the committee

● Assume that consensus first occurs in the committee, and then in the general population

○ 2-step process: 

■ for a committee

■ initial opinions of the population: 

● Fairness: how many of each group do we choose? 

○ Proportional to their numbers in the population 

○ Which individuals do we choose? The most central ones 

50

(assume that committee forms a click)

9 Ana-Andreea Stoica and Francesca Parise. Fairness in committee formation: interventions in network opinion aggregation models. Manuscript in preparation. 2023. 



How does a committee 
affect consensus?
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If we choose a committee with proportions equal 

to the general population (21% minority), we 

actually skew the consensus more towards the 

majority!

DBLP data, 53,000 nodes, 21% women

Original consensus



What interventions can we enact? 
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1. Choose more minority members in the 
committee 

⇒ proportional representation can hurt

DBLP data, 53,000 nodes, 21% women
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1. Choose more minority members in the 
committee 

2. Choose less central minority members in 
the committee

DBLP data, 53,000 nodes, 21% women
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1. Choose more minority members in the 
committee 

2. Choose less central minority members in 
the committee (Low vs. High)

3. Change the way committee aggregates

● Committee forms a clique
● Committee aggregates proportional to 

their network eigencentrality 
DBLP data, 53,000 nodes, 21% women



What interventions can we enact? 
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DBLP data, 53,000 nodes, 21% women
⇒ Theoretical explanation for when consensus is 
skewed towards one of the communities



What interventions can we enact? 
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APS citation data, 1,281 nodes, 33% 
minority (two different fields of physics)⇒ if the minority eigencentrality is very low, 

committee impact is the same 

10 E. Lee, F. Karimi, C. Wagner, H.-H. Jo, M. Strohmaier, and M. Galesic. Homophily and minority-group size explain perception biases in social networks. Nature human behaviour, 3(10):1078–1087, 
2019.



What interventions can we enact? 
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Add Health data: schools with different 
demographics: hispanic minority of 22% 
(out of ~1,100 students)

https://addhealth.cpc.unc.edu/

https://addhealth.cpc.unc.edu/


What interventions can we enact? 
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Hispanic minority of 22% Black minority of 11% Hispanic minority of 43%

Hispanic minority of 20% Black minority of 34%
https://addhealth.cpc.unc.edu/

https://addhealth.cpc.unc.edu/
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Navigating trade-offs: clustering problems 

3.c. A theoretical framework for navigating trade-offs

Objective(s):

● Quality q(C): minimize the number of edges cross-clusters

⇒ Spectral Clustering as an approximation 

● Create an embedding of the graph (e.g. 
the graph Laplacian, L = D - A)

● Take the first 2 dimensions
● Apply k-means on these dimensions

[Kleindessner et al, 2019]

http://proceedings.mlr.press/v97/kleindessner19b.html
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Navigating trade-offs: clustering problems 

[Kleindessner et al, 2019]

Objective(s):

● Quality q(C): minimize the number of edges cross-clusters

● Fairness / utility f(C): some measure of group representation 
within clusters 

[Chierichetti et al, 2017]

3.c. A theoretical framework for navigating trade-offs

http://proceedings.mlr.press/v97/kleindessner19b.html
https://proceedings.neurips.cc/paper/7088-fair-clustering-through-fairlets
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Polynomial time algorithm for tracing 
the quality-utility trade-off 

Navigating trade-offs: clustering problems 

15 Golitschek, M.v. “Optimal cycles in doubly weighted graphs and approximation of bivariate functions by univariate ones”. Numerische Mathematik 39 (1), 65–84. 1982.
16 Lawler, E.L. “Optimal cycles in doubly weighted directed linear graphs”. In Proceedings of the International Symposium of Theory of Graphs. 209–232. 1966.

14 Hakim, Stoica, and Papadimitriou. “Strategic clustering.” Manuscript in preparation. 2023. Previously at StratML @ Neurips 2021.

⇒ find the Pareto frontier between objectives

f(C
): 
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q(C): average distance to k-centers

Next best point on the frontier: starting from a clustering C, 
find the optimal clustering  

Key idea: transform this problem into finding an 
optimal cycle in a doubly-weighted graph

3.c. A theoretical framework for navigating trade-offs
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Sketch of algorithm

15 Golitschek, M.v. “Optimal cycles in doubly weighted graphs and approximation of bivariate functions by univariate ones”. Numerische Mathematik 39 (1), 65–84. 1982.
16 Lawler, E.L. “Optimal cycles in doubly weighted directed linear graphs”. In Proceedings of the International Symposium of Theory of Graphs. 209–232. 1966.

14 Hakim, Stoica, and Papadimitriou. “Strategic clustering.” Manuscript in preparation. 2023. Previously at StratML @ Neurips 2021.

Next best point on the frontier: starting from a clustering C, 
find the optimal clustering  

Lawler: we can find the minimum cycle Δf/Δq  
⇔ deciding whether there is a neg cycle 

Decompose finding C’ into a set of elementary changes:
● Nodes u and v switch clusters 
● Node u moves to another cluster 

Create a doubly-weighted graph where each edge is the quality 
(fairness) delta from an elementary change

3.c. A theoretical framework for navigating trade-offs
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Challenges: local optimality 

15 Golitschek, M.v. “Optimal cycles in doubly weighted graphs and approximation of bivariate functions by univariate ones”. Numerische Mathematik 39 (1), 65–84. 1982.
16 Lawler, E.L. “Optimal cycles in doubly weighted directed linear graphs”. In Proceedings of the International Symposium of Theory of Graphs. 209–232. 1966.

14 Hakim, Stoica, and Papadimitriou. “Strategic clustering.” Manuscript in preparation. 2023. Previously at StratML @ Neurips 2021.

Lawler: we can find the minimum cycle Δf/Δq  
⇔ deciding whether there is a neg cycle 

IF there are no negative cycles in the q-weight!

⇔ we are at an optimal clustering in the quality metric

f(C
): 
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q(C): average distance to k-centers

Solution: optimality of  

3.c. A theoretical framework for navigating trade-offs

When does this work? 
● Linear functions for q and f: great, but we could 

use a greedy algorithm as well 
● Non-linear functions: NP-hard instance for some 

cases, empirically good results
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When does this work? 
● Linear functions for q and f: great, but we could 

use a greedy algorithm as well 
● Non-linear functions: NP-hard instance for some 

cases, empirically good results



Future directions

● Normative questions regarding interventions & policy implications

○ Budgetary constraints imply strong trade-offs

○ Constraints vs. multi-objective optimization 

● Power & inequality:

○ Bias can be a sign of inefficiency 

■ objectives are really hard to achieve and proxies fail

■ long-term dynamics differ from short-term interventions

67

Thank you! 


